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A recently developed combined quantum mechanics/molecular mechanics (QM/MM) approach has been applied
to the calculation of solvatochromic shifts of the excited states of the pyrimidine nucleobases uracil and
cytosine in aqueous solution. In this procedure the quantum mechanical solute is described using a
multireference configuration interaction method while molecular dynamics simulations are used to obtain the
structure of the solvent around the solute. The fragment molecular orbital multiconfiguration self-consistent
field (FMO-MCSCF) method of Fedorov and Kitaura is also used and compared with the QM/MM results.
The two methods give similar results. The solvatochromic shifts in uracil are found to be +0.41 (+0.44) eV
for the S1 excited state and -0.05 (-0.19) eV for the S2 state at the QM/MM (FMO-MCSCF) level.
Solvatochromic shifts in cytosine are calculated to be +0.25 (+0.19), +0.56 (+0.62), and +0.83 (+0.83) eV
for the S1, S2, and S3 states, respectively, at the QM/MM (FMO-MCSCF) level.

1. Introduction

The excited states of nucleic acid bases have been studied
extensively in the past because of their biological importance.
The nucleobases are the primary chromophores in DNA and
RNA absorbing UV radiation which may initiate photochemical
reactions and subsequent photodamage.1-3 For this reason the
nature and dynamics of the excited states are particularly
important, and much work has been done investigating them,
experimentally and theoretically. Although most of the com-
putational work has been done for the gas-phase nucleobases,
one of the fundamental questions is how the solvent affects the
excited states and their dynamical behavior.

Describing solvatochromic shifts with accurate ab initio
methods is a challenging task involving two problems that are
difficult to model even with modern quantum mechanical
methods: the accurate description of solvent effects, and the
accurate description of excited electronic states. As the size of
the molecules increases the computational challenge increases
even more rapidly making the study of solvated polyatomic
molecules a far from trivial problem. There are various levels
of sophistication for including solvent effects in the theoretical
treatment of molecular systems, ranging from continuum
models4-6 to discrete representations.7-9 Solvation effects on
the nucleobases have been taken into account using explicit
water molecules, continuum solvation models, or molecular
dynamics (MD) simulations.10-28

Recently we developed a quantum mechanics/molecular
mechanics (QM/MM) methodology that uses multireference
configuration interaction (MRCI) to describe the quantum
mechanical system.29 The MRCI method is very suitable for
the description of excited states, mixed character (multirefer-
ence) states, and distorted geometries. The availability of
analytic gradients for the MRCI wave functions makes it
optimumforstudiesofexcitedstatesawayfromtheFranck-Condon

region and in nonadiabatic processes.30-38 In order to utilize
these advantages in solvated studies we combined high-level
MRCI description for the solute and a detailed description of
the solvent structure obtained from MD simulations using a
classical force field. In this approach, the averaged solvent
electrostatic potential (ASEP) in grid points enveloping the van
der Waals surface of the molecule is calculated and represented
by fitted partial charges. An effective Schrödinger equation,
including this set of partial charges, is then solved providing
ground- and excited-state wave functions and energies in the
presence of the ASEP potential. This mean-field approach was
originally developed by Aguilar and co-workers.39-44 The
method has been implemented in the COLUMBUS suite of
programs45-48 and tested previously in studies of the solvent
effect on the nOπ* electronic transition in formaldehyde. Here
it is used to study the pyrimidine bases uracil and cytosine
(Figure 1) in aqueous phases. Our future goal is to extend our
studies of excited-state relaxation mechanisms of cytosine and
uracil in the gas phase to aqueous environments. In order to do
so we are using and testing the QM/MM methodology for
vertical absorptions, which have been extensively studied
previously theoretically and experimentally.

The QM/MM approach utilized here can produce statistically
converged results since it is able to use a very large number of
configurations because of the averaging scheme used. The
solvent molecules, however, are included in the QM calculation
only as point charges fitted to reproduce the average potential.
In order to test the accuracy of this approximation we also used
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Figure 1. Uracil and cytosine labeling of the atoms.
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the fragment molecular orbital multiconfiguration self-consistent
field (FMO-MCSCF) developed by Fedorov and Kitaura.49 The
FMO method provides an efficient way to treat large systems
quantum mechanically, and it has been combined with a variety
of quantum mechanical methods beyond HF, such as TDDFT,
CIS, MCCSF, and CIS(D).49-58 This method can treat both the
solute and solvent quantum mechanically, and it can approach
the accuracy of a full supersystem MCSCF calculation, with
far less computational expense. The FMO-MCSCF method has
been tested previously in various applications, but only one study
has been published where the method is applied to calculate
solvatochromic shifts.49 In that example, the transition involved
excitation of aqueous phenol from the ground-state singlet state
to the first triplet state, thus involving different spin multiplici-
ties. In this report we present, to the best of our knowledge, the
first multistate excitation study of solvatochromism using FMO-
MCSCF.

The methodological approaches used in this work, QM/MM
and FMO, along with the computational details, are discussed
in section 2, and results are presented and discussed in section
3.

2. Methodology

2.1. QM/MM. In a QM/MM approach the Hamiltonian for
the whole system may be partitioned as

with terms that correspond to the quantum part, ĤQM, the
classical part, ĤMM, and the interaction between them, ĤQM/MM.
When studying solvent effects the separation in a quantum and
classical part can be made naturally, with the quantum part
involving only the solute molecule and the classical part
including the solvent molecules. The quantum mechanical
method chosen to describe the solute system here is a multi-
reference approach which best describes excited states, specif-
ically an MCSCF approach is used initially, followed by MRCI.
The solvent is represented by classical force field interactions.
The coupling between the two parts, ĤQM/MM, includes the
electrostatic and van der Waals interactions between the
quantum and classical particles.

In a usual QM/MM approach a QM calculation is performed
for each configuration of a dynamical simulation. This approach
requires thousands of QM calculations if statistical convergence
is to be achieved. In order to avoid this bottleneck we have
previously implemented a QM/MM method which uses an
average approach introduced by Aguilar and co-workers.39-44

The procedure begins by performing one quantum calculation
for the solute molecule in the gas phase. The in vacuo solute
geometry and partial charges are then used as input in the MD
simulation. The quantum mechanical determination of the partial
charges used here is based on the CHELPG (charges from
electrostatic potentials using a grid-based method) algorithm.59

Then a classical MD simulation is run to obtain the structure
of the solvent around the solute. The electrostatic potential for
all configurations is averaged to determine the ASEP, and this
is fitted to a Coulomb potential produced by charges placed on
a grid of points. The set of charges is produced by a least-
squares fitting procedure which gives the best charges that can
represent ASEP as an effective Coulomb potential. The final
form introduced into the Hamiltonian is Coulomb interactions,
with the charges now being fitted charges on a grid rather than
atomic charges on the atoms. The electronic wave function of

the solute in solution is obtained by solving the associated
effective Schrödinger equation. More details of this approach
can be found in our previous publication.29

2.1.1. Molecular Dynamics Simulations. MD simulations
using the MOLDY molecular dynamics package60 were carried
out in order to obtain the solvent structure around the solute
molecules uracil and cytosine. A cubic box of edge 19.895 Å
containing 257 (in uracil) or 260 (in cytosine) rigid water
molecules and a rigid solute molecule at the temperature of 298
K and constant volume was used. Minimum image periodic
boundary conditions61 were applied, and the particle mesh Ewald
sum62-64 was used for charge interactions. The system was
initially equilibrated for 2 ns, and then configurations were
collected for another 2 ns. A time step of 0.5 fs was used
throughout. Configurations were collected every 10 steps.

The rigid solute molecule has the gas-phase equilibrium
geometry obtained at the quantum mechanical level of theory
as described in section 2.1.2. This geometry was kept fixed in
the MD simulation, since we focus on the vertical electronic
transition. Table 1 lists the parameters used to describe the force
field: the 6-12 type Lennard-Jones potential parameters σ, ε

were taken from the Amber force field,65 whereas the partial
charges for each atomic center were obtained using CHELPG
and a Hartree-Fock/cc-pVDZ wave function. These charges
are not too different from AMBER charges, justifying the use
of the remaining AMBER Lennard-Jones parameters. In general,
the Lennard-Jones parameters should be optimized in combina-
tion with the charges in a particular force field, and problems
may arise if one mixes parameters from different force fields.
TIP3P parameters were used for water.66

2.1.2. Quantum Mechanical Calculations. The ground-state
geometries of uracil and cytosine were optimized using MRCI
and the cc-pVDZ basis set.67 These geometries have been
reported previously.38,68 The excitation energy calculations were
carried out at the MRCI level using the cc-pVDZ basis set and
orbitals from a state-averaged MCSCF (SA-MCSCF) procedure.
The details of the MCSCF and MRCI calculations were designed

Ĥ ) ĤQM + ĤMM + ĤQM/MM (1)

TABLE 1: Force Field Parameters for Uracil and Cytosine

atom σ (Å) ε (kcal/mol) fitted charge (e)

Uracil
N3 1.8240 0.1700 -0.7174
N1 1.8240 0.1700 -0.5109
C2 1.9080 0.0860 0.8919
C6 1.9080 0.0860 0.1835
C5 1.9080 0.0860 -0.5510
C4 1.9080 0.0860 0.9362
O8 1.6612 0.2100 -0.6271
O7 1.6612 0.2100 -0.6374
H3 0.6000 0.0157 0.3705
H1 0.6000 0.0157 0.3335
H6 0.6000 0.0157 0.1402
H5 1.4590 0.0150 0.1880

Cytosine
N3 1.8240 0.1700 -0.8708
N1 1.8240 0.1700 -0.6685
N7 1.8240 0.1700 -0.7525
C2 1.9080 0.0860 1.0817
C6 1.9080 0.0860 0.3527
C5 1.9080 0.0860 -0.6979
C4 1.9080 0.0860 0.9246
O8 1.6612 0.2100 -0.6773
H1 0.6000 0.0157 0.3533
H6 1.4090 0.0150 0.1039
H5 1.4590 0.0150 0.2129
H7 0.6000 0.0157 0.3335
H8 0.6000 0.0157 0.3045
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based on our previous experience and calculations on free uracil
and cytosine.38,68 In uracil the complete active space (CAS),
for both the MCSCF and MRCI expansions, consists of 12
electrons in 9 molecular orbitals (MOs), denoted as (12,9),
including all the π orbitals and one lone pair on oxygen, nO.
The active orbitals are shown in Figure 2. A three-state averaged
MCSCF was used to obtain the orbitals. These choices were
based on the fact that the first two excited states on uracil that
are of interest to us in this work originate from excitation of a
π or nO orbital to a π* orbital. The second nO orbital does not
affect the excitation energies a lot as we have seen in previous
work.38 In cytosine the active space in both MCSCF and MRCI
is also a (12,9), which includes seven π orbitals and two lone
pairs. The active orbitals are shown in Figure 3. The two lone
pairs in cytosine are one on nitrogen and one on oxygen. Four
states were used in the SA-MCSCF. The π electrons on the
amino group do not affect the excitation energies significantly
and have been excluded from the active space.

Two MRCI schemes were used, one denoted MRCI1, which
allows only single excitations from the active space, and the
second one denoted MRCI2, which allows single excitations
from all orbitals, except the eight core 1s orbitals which are
frozen, in addition to single and double excitations from the
CAS. The resulting expansions for MRCI2 had ca. 112 million
configuration state functions. The COLUMBUS45-48 suite of
programs was used for these calculations.

2.2. FMO-MCSCF. The effect of explicit water solvent
molecules on the excitation energies of cytosine and uracil was
studied with MCSCF using the multilayer formulation of the
FMO-MCSCF method of Fedorov, Kitaura, and co-workers.49-51

The QM/MM procedure outlined above does not take into
account quantum interactions between the solvent and the solute
or polarization between the solvent and the solute. In order to
improve our description and estimate some of these effects, 60
configurations were taken from the MD simulations and used
in FMO calculations. The configurations were chosen equally
spaced in time during the simulation, taken every 25 ps. In some
of the calculations only half of these configurations were used,
again equally spaced in time (every 50 ps). Water molecules
that were within a sphere of radius 7 Å from the atoms in the
solute molecule were kept and included explicitly in the FMO
calculations. This gave 37-48 water molecules with an average
of 43 molecules surrounding the solute. The effect of the number
of water molecules was tested, and it was found that the results
do not change when more water molecules are included.

The FMO method has been described in detail previously.49-58

Here we briefly present the important points, as they apply to
the systems reported in this work. The system was divided into
two layers, with layer 1 consisting of the waters, treated as
separate individual molecules, or monomers, and layer 2
consisting of either a cytosine or a uracil, as the solute monomer.
The geometry of the base was the same as in the QM/MM
calculations, that of its gas-phase MRCI ground state, and its
orientation was kept close to constant. The atomic orbital basis
sets used were cc-pVDZ for the waters and either cc-pVDZ or
cc-pVTZ for cytosine and uracil.67 A restricted Hartree-Fock
(RHF) calculation is performed for each monomer in the
presence of the Coulomb field of all other monomers. The
electrostatic potential from the rest of the monomers, Vx, is
calculated based on RHF densities

and added to the Fock operator F to solve the FMO equations.
Here x ) 1 for monomers and x ) IJ for dimers (two

monomers combined as one), ZA and RA are the nuclear charges
and coordinates, respectively, for atom A, and µ, ν, F, and σ
span the atomic orbitals. DK is the density matrix of monomer
K. An RHF calculation is carried out again for each mono-
mer in the electrostatic potential generated by the other monomer
densities, and this is repeated iteratively until the monomer
densities for layer 1 are self-consistent. Dimers are then
calculated using RHF, also in the potential of the rest of the
monomer densities, first within layer 1, then as dimers formed
between each water in layer 1 and the cytosine or uracil of layer
2. The inclusion of water-water and base-water dimers at the
RHF level better describes hydrogen bonding quantum me-
chanically within each configuration and the commensurate
effects on the MOs and densities of each monomer. Next, the
MOs of the monomers of layer 1 are frozen, and the same RHF
procedure is carried out on layer 2, which in this case contains
only the base monomer. An SA-MCSCF calculation on the base
monomer in layer 2 is then carried out for the first three or four
singlet states, also in the potential generated by the RHF
densities of the water molecules, using the same form for Vx,
as given above. The active space in the MCSCF is the same as
in the gas phase and QM/MM calculations. FMO-MCSCF was
carried out using GAMESS, version 24 MAR 2007 (R3).69

Figure 2. Molecular orbitals of uracil included in the active space.

Figure 3. Molecular orbitals of cytosine included in the active space. Vµν
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In the multilayer form of FMO used here the exact dimer
interactions are calculated at the RHF level while at the MCSCF
level all pair interactions cancel out since they are the same for
all states taken from the RHF of the ground state. At the MCSCF
level the solute is interacting with the electron density of the
solvent taken from the RHF level. Thus, any differential
quantum effects between the electronic states are not included.
Full polarization of the solvent is included in FMO unlike the
QM/MM approach. The solvent density, however, is polarized
through the ground state of the solute at the RHF level, and
there is not any polarization due to the excited states.

2.3. Polarizable Continuum Model (PCM) Solvent. SA-
MCSCF calculations were carried out for cytosine and uracil
in water solvent described by a polarizable continuum model
(PCM), as implemented in GAMESS.70 A standard cavity was
used where van der Waals radii were scaled by a scaling factor
f ) 1.2. The CASs were the same as described above, and the
basis set was cc-pVDZ. Three states were averaged for uracil,
whereas four states are averaged for cytosine, similarly to what
was done in QM/MM and FMO.

3. Results and Discussion

3.1. Solvent Structure. Basic characteristics of the solvent
structure of aqueous solutions of uracil and cytosine can be
obtained from the MD simulations. The solvent structure of the
solute in water is characterized by the radial distribution
functions (RDFs). Table 2 lists the positions, Rmax, Rmin, and
amplitudes, gmax, gmin, of the maxima and minima of the first
peaks of the RDFs. The labeling of the atoms used in this table
can be found in Figure 1.

In uracil the RDFs show that there are hydrogen bonds
between the oxygen atoms on the carbonyls of uracil and
hydrogen on water with lengths of 1.85 Å. The strength of the
hydrogen bonds appears to be very similar for the two carbonyls.
There are hydrogen bonds also between the hydrogen atoms
on NH groups of uracil and oxygen on water. The hydrogen
atoms on CH groups of uracil do not form clear hydrogen bonds,
and the corresponding RDFs are broad without clear peaks at
short distances. Our results on uracil are compared with previous
ab initio “Car-Parrinello” molecular dynamics on aqueous
uracil.12 The RDFs peaks of that study are given in Table 2 as
well. The “Car-Parrinello” results show the same type of
hydrogen bonds as our results, although the Rmax are somewhat
shorter. Similarly to our results the RDFs corresponding to
CH-Ow were broad in that study as well. In that work the ratio
gmax/gmin was used to compare the strength of H1-Ow versus

H3-Ow hydrogen bonds. The ratio is higher for H3-Ow

indicating a stronger bond. This is also the case in our results.
In general, comparison between our results and the more
sophisticated “Car-Parrinello” results indicates that our MD
dynamics describe solvation accurately enough to be used for
the subsequent QM/MM studies.

In cytosine there are hydrogen bonds between the oxygen
on carbonyl and hydrogen on water, O8-Hw, N3 and hydrogen
on water, N3-Hw, and also hydrogen bonds between the NH
groups on cytosine and water oxygen. There are three such cases,
H1-Ow, H7-Ow, and H8-Ow. Clusters of cytosine with various
numbers of water (between 3 and 13) display hydrogen bonds
at the same sites.71-73 The hydrogen-bond lengths from these
cluster calculations were found to be O8-Hw 1.9-2.1 Å, N3-Hw

2.0 Å, H1-Ow 2.0-2.1 Å, H7-Ow and H8-Ow 2.0-2.2 Å.
3.2. QM/MM Results. 3.2.1. Uracil. The excited states of

uracil in vacuo have been studied theoretically previously with
ab initio methods ranging from CIS to highly correlated
complete active space with perturbation theory corrections
(CASPT2) methods, MRCI, time-dependent density functional
theory (TDDFT), and variants of coupled cluster.10,13,14,16,22,25,38,74-82

The first excited state, S1, is a dark nOπ* state, whereas the
second excited state, S2, is a bright ππ* state. The orbitals
involved in the excitations are shown in Figure 2. S1 is primarily
an excitation from the nO to the π* (LUMO) orbital, whereas
S2 is primarily an excitation from π (HOMO) to π* (LUMO).
The excitation energies for these states vary considerably
depending on the method used, especially for the ππ* state. A
recent benchmark study using high-level completely renormal-
ized equation-of-motion coupled cluster method with single,
double, and approximate triple excitations (CR-EOM-CCSD(T))
and MRCI methods, in combination with large basis sets,
provides the best estimates for the excitation energies to be 5.0
( 0.1 and 5.3 ( 0.1 eV for the S1 and S2 states, respectively.25

The MRCI2 expansion used here predicts these excitation
energies 5.20 and 5.90 eV. As we will see below, although the
excitation energies are very difficult to calculate accurately, the
solvatochromic shifts do not depend much on the level of
correlation.

In Table 3, the calculated vertical excitation energy shifts
for aqueous uracil are given using QM/MM and the MCSCF,
MRCI1, and MRCI2 quantum mechanical levels. All methods
predict a blue-shift for the first nπ* state and a red-shift for the

TABLE 2: Positions Rmax and Rmin (angstroms) and
Amplitudes gmax and gmin of the Maxima and Minima of the
First Peaks of Radial Distribution Functions

Rmax/Rmin gmax/gmin

Rmax/Rmin

(AIMD)a
gmax/gmin

(AIMD)a

Uracil
H1-Ow 1.95/2.55 0.98/0.42 1.80/2.50 1.06/0.37
H3-Ow 1.95/2.55 1.15/0.31 1.80/2.40 1.00/0.17
O8-Hw 1.85/2.45 1.17/0.26 1.80/2.50 1.15/0.24
O7-Hw 1.85/2.45 1.17/0.26 1.80/2.30 1.36/0.25

Cytosine
O8-Hw 1.85/2.45 1.31/0.35
N3-Hw 1.95/2.65 0.65/0.20
H1-Ow 1.95/2.55 0.93/0.41
H7-Ow 2.15/2.55 0.63/0.51
H8-Ow 2.15/2.55 0.60/0.54

a Previous AIMD results taken from ref 12.

TABLE 3: Vertical Excitation Energy Shifts (eV) for Uracil
in Aqueous Phase at Various Levels of Theorya

level of theory S1 (nπ*) S2 (ππ*)

MCSCF/cc-pVDZ +0.40 -0.15
MRCI1/cc-pVDZ +0.42 -0.11
MRCI2/cc-pVDZ +0.41 -0.05
FMO-MCSCF/cc-pVDZ +0.42 (0.44) -0.16 (-0.19)
FMO-MCSCF/cc-pVTZ +0.47 -0.18
MCSCF/PCM/cc-pVDZ +0.24 -0.16
CCSD/SCRFb +0.21 -0.07
CCSD/PMMb +0.34 -0.12
TDDFT/PMMb +0.38 -0.18
TD-PBE0/PMMb +0.54 -0.10
TDDFT-PCMc +0.29 -0.09
TDDFT-PCM+4H2Oc +0.48 -0.10
INDO/CIS+200H2Od +0.50 -0.19
TDDFT/MCd +0.80 -0.02
EOM-CCSDt/MMe +0.44 +0.07

a In parentheses are FMO values using 60 configurations.
Otherwise FMO results are obtained from 30 configurations. b Ref
13. c Ref 19. d Ref 24. e Ref 25.
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first ππ* state, as expected based on the dipole moments of
these states. Each state is stabilized in the presence of the
electrostatic interactions with the solvent. If the dipole moment
of the excited state is smaller than that of the ground state the
excited state is stabilized less than the ground state resulting in
an increased excitation energy, and a blue-shift is observed in
absorption spectra. If, on the other hand, the excited state has
a larger dipole moment than the ground state the opposite effect
is observed. In uracil the S0, S1, and S2 states have dipole
moments with magnitudes 4.17, 1.68, and 5.53 D, respectively
(calculated at the MRCI2 level). The blue-shift for the first nπ*
state is +0.41 eV, and the red-shift for the first ππ* state is
-0.05 eV at the MRCI2 level. The shift of the S1 state does
not change much with the addition of correlation (ranging
between 0.40 and 0.42 eV), whereas S2 is more sensitive, with
the magnitude of the red-shift decreasing by 0.1 eV with
inclusion of correlation (0.05-0.15 eV).

3.2.2. Cytosine. The excited states of cytosine have also been
studied theoretically previously with a variety of ab initio
methods.68,78,81-91 The S1 state is a ππ* excitation, whereas S2

and S3 are dark states with excitations from the lone pairs on
nitrogen and oxygen. The orbitals involved in the excitations
are shown in Figure 3, where the S1 state involves primarily
the π (HOMO) and π* (LUMO) orbitals, whereas S2 and S3

involved the nO, nN, and π* (LUMO). The excitation energies
and even the ordering of the states are very sensitive to the
method chosen. High-level CR-EOM-CCSD(T) calculations
predict the S1 and S2 states to have vertical excitation energies
4.76 and 5.24 eV.26 The present MRCI2 calculations give 5.14,
5.29, and 5.93 eV for the S1, S2, and S3 states, respectively.

In Table 4, the calculated vertical excitation energy shifts
for aqueous cytosine calculated using our QM/MM approach
are shown. As discussed earlier the magnitude of the solvato-
chromic shift for each state depends on the dipole moment of
that state, where the state that has the largest difference of dipole
moment with the ground state will have the largest shift. The
dipole moments of the S0, S1, S2, and S3 states are calculated to
be 5.90, 4.33, 2.32, and 1.72 D, respectively, as we reported
previously.68 Thus, all excited states are blue-shifted in aqueous
solution, and the magnitude of the shifts increases in the order
S1 < S2 < S3. The S1 state has the smaller shift, 0.25 eV, whereas
the shift is much higher for the nπ* states S2 and S3, 0.56 and
0.83 eV, respectively, at the MRCI2 level. The shift of the S1

state varies by 0.08 eV depending on how much correlation is
included at the QM level, and the shift of S3 varies by 0.11 eV.
The S2 shift on the other hand is insensitive to correlation.

The QM/MM approach is advantageous since it can produce
statistically converged results by using a very large number of

configurations in the averaging scheme used. The solvent
molecules, however, are included in the QM calculation only
as point charges fitted to reproduce the average potential. So
there are many effects that are missing in the treatment and
can produce potential errors. The solvent is not polarizable since
we did not use polarizable force fields, and quantum interactions
between the solvent and the solute are not included since we
are only treating the solvent with point charges. The point
charges can also produce overpolarization of the quantum
mechanical solute as has discussed in the literature.92,93 Various
methods exist which can include some of the missing effects.
In order to check how much these missing effects change our
results we then discuss shifts produced using the FMO method
and compare them to the QM/MM ones.

3.3. FMO-MCSCF Results. The FMO method has also been
used to calculate the solvatochromic shifts in uracil and cytosine.
This method is currently implemented at the MCSCF level, so
comparisons between the QM/MM and FMO methods will only
be done at this level using the cc-pVDZ basis set for consistency.
The solvatochromic shifts for each of the 60 snapshots in uracil
and cytosine using the FMO-MCSCF method are shown in
Figures 4 and 5, respectively. The averages of these shifts are
given in Tables 3 and 4. The average solvatochromic shift in
uracil using FMO-MCSCF was calculated to be +0.44 eV for
the S1 nOπ* state and -0.19 eV for the S2 ππ* state. Using
QM/MM at the MCSCF level, the corresponding shifts are
+0.40 and -0.15 eV, differing from FMO by 0.04 eV in both
cases. Similarly the solvatochromic shifts of the first three
excited singlet states in cytosine were computed using the FMO-

TABLE 4: Vertical Excitation Energy Shifts (in eV) of
Cytosine in Aqueous Phase at Various Levels of Theorya

level of theory S1 (ππ*) S2 (nπ*) S3 (nπ*)

MCSCF/cc-pVDZ +0.20 +0.56 +0.72
MRCI1/cc-pVDZ +0.17 +0.56 +0.76
MRCI2/cc-pVDZ +0.25 +0.56 +0.83
FMO-MCSCF/cc-pVDZ +0.19 (0.19) +0.63 (0.62) +0.82 (0.83)
FMO-MCSCF/cc-pVTZ +0.18 +0.65 +0.85
MCSCF/PCM/cc-pVDZ +0.03 +0.23 +0.28
scaled CIS+3H2Ob +0.10 +0.35 +0.31
TD-DFT+3H2Ob +0.18 +0.45 +0.43
EOM-CCSD/MMc,d +0.25 +0.57
CR-EOM-CCSD(T)/MMc,d +0.25 +0.54
CASSCF/CPCMe +0.2 +0.6 +0.8

a In parentheses are FMO values using 60 configurations. Otherwise
FMO results are obtained from 30 configurations. b Ref 15. c Cytosine in
native DNA environment. d Ref 26. e Ref 27.

Figure 4. Solvatochromic shifts in uracil calculated using the FMO
method and using the point charges only on water for selected
configurations. Solid colored lines connect FMO-MCSCF points: red
is S1 shift, green is S2 shift. Unconnected black symbols are QM/MM
points: triangles are S1 shifts, squares are S2 shifts.

Figure 5. Solvatochromic shifts in cytosine calculated using the FMO
method for selected configurations. Solid colored lines connect cc-pVDZ
points: blue is S1 shift, red is S2 shift, green is S3 shift. Large
unconnected symbols are cc-pVTZ points: squares are S1 shifts, triangles
are S2 shifts, and spheres are S3 shifts.
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MCSCF method, using cc-pVDZ. All three excited states
showed blue-shifting compared to gas phase. These shifts were
calculated to be 0.19, 0.62, and 0.83 eV for the S1, S2, and S3

states, respectively. The corresponding shifts at the QM/MM
level using MCSCF are 0.20, 0.56, and 0.72 eV. Here QM/
MM, when compared to FMO, overestimates the S1 shift by
0.01 eV and underestimates the S2 and S3 shifts by 0.06 and
0.11 eV, respectively. The differences between FMO and QM/
MM are small again although they are somewhat larger for the
S2 and S3 states, possibly reflecting a better description of
hydrogen bonds.

The FMO method as used here included only the base in
layer 2, and thus no dimer calculations have been done at the
MCSCF level. Previous work has shown that the error of this
approximation on excitation energies is about 0.01 eV, and it
was shown that the static correlation included at the MCSCF
level has a local character. Thus, it was decided that it is
sufficient to do MCSCF on the monomer only.49 We also
performed our own tests to check the importance of doing
MCSCF calculations for dimers. We used four different isomers
of uracil with one water molecule previously reported as the
most stable minima.94 For each of these structures we compared
full MCSCF results for the dimers with results from an FMO
procedure similar to the one used here where the MCSCF is
done only for one monomer, uracil. The total ground-state
energy between the two methods differs by 0.001-0.002 hartree.
The excitation energies differ by 0.001-0.043 eV with an
average of 0.02 eV. These results agree with the previous
conclusion that omitting a full dimer MCSCF calculation
introduces only small errors.

The FMO values are very close to the values predicted with
the QM/MM procedure, but there are many factors that are
different between the two calculations, and the agreement could
be partly due to combination of competing effects. In order to
check individual effects we chose half of the initial 60
configurations for additional comparisons. The average of these
30 configurations are also reported in Tables 3 and 4. The
average change when reducing the number of configurations to
half is 0.014 eV. In order to compare more directly the classical
and quantum effects, the 30 configurations of uracil in water
were used in a calculation where the waters were included into
the calculation as point charges (using TIP3P values) and the
shifts were calculated at the MCSCF level. These calculations
gave an average shift of 0.37 eV for the S1 state and -0.14 eV
for S2 compared to 0.42 and -0.16 eV, respectively, at the FMO
level. So classical charges underestimate the blue-shift of S1

by 0.05 eV and the red-shift of S2 by 0.02 eV compared to the
FMO results. The results for each configuration are shown in
Figure 4 in comparison with the FMO results. If the deviations
of the individual configurations are monitored explicitly the
maximum underestimates are 0.05 eV for S1 and 0.03 eV for
S2. Overall we may assume that the estimated error of using
point charges and purely electrostatic interactions without
considering the polarization of the solvent is on the order of
0.05 eV. Figure 4 also shows how the different individual
configurations can have a wide range of solvatochromic shifts
depending on the arrangement of water molecules around the
solute and the number of hydrogen bonds in each case.

The effect of the basis set was also investigated using the
FMO method. Within the FMO-MCSCF method it is possible
to use different basis sets for the atoms in different layers, so
we only changed the basis set to cc-pVTZ for the solute and
used cc-pVDZ for water, since the cost does not increase
dramatically if only the solute uses a larger basis set. Attempts

to use basis sets with diffuse functions were unsuccessful for
technical reasons, so we limit our comparisons to the above
two basis sets. The same 30 configurations were recalculated
using FMO-MCSCF. In uracil the shifts using the cc-pVTZ basis
set are 0.47 and -0.18 eV compared to 0.42 and -0.16 eV
using the cc-pVDZ basis set. The increased basis set changes
the shift by 0.05 and 0.02 eV for the two states. In cytosine the
shifts when using cc-pVTZ were calculated to be 0.18, 0.65,
and 0.85 eV for the S1, S2, and S3 states, respectively. These
differ from the cc-pVDZ results by 0.01, 0.02, 0.03 eV for the
S1, S2, and S3 states, respectively. Thus, the effect of the larger
basis set is small. For both molecules the nπ* states are
somewhat more sensitive to the basis set.

Since the MOs for the base monomer distort from polarization
due to the surrounding waters, but remain a separate MO set in
these FMO-MCSCF calculations, it is possible to do a gas-phase
complete active space configuration interaction (CAS-CI)
calculation using these polarized MOs to analyze the shifting
effect of orbital polarization on the excited states, without the
solvent electrostatic interaction present. For cytosine using cc-
pVTZ the average shifts, all blue, were 0.01, 0.05, and 0.05 eV
for the S1, S2, and S3 states, respectively. The remainder of the
total shifts given above are from electrostatics. However, the
standard deviations for these polarization shifts were each about
0.05 eV, making generalizations about these shifts difficult, other
than the fact that they are small compared to the electrostatic
interaction, and on average the nπ* states are blue-shifted more
than the ππ* state.

3.4. PCM Results. The solvatochromic shifts in uracil (cc-
pVDZ) when PCM water was applied to the MCSCF calculation
were 0.24 eV for the S1 state and -0.16 eV for the S2 state.
Thus, although PCM does well in predicting the shift for the
ππ* state, the shift for the nOπ* state is underestimated
significantly. In cytosine (cc-pVDZ) the shifts using PCM water
were 0.03 eV for S1, 0.23 eV for S2, and 0.28 eV for S3, and all
three of these shifts are quite underestimated compared to QM/
MM or FMO-MCSCF. These results underscore the importance
of an explicit solvent model in determining aqueous solvato-
chromic shifts, both classically, as in the case of QM/MM, and
especially quantum mechanically, as in the case of FMO-
MCSCF. Previous work using continuum models also showed
the same trends of underestimating the solvatochromic shifts
for these molecules, as can be seen in Tables 3 and 4.

Solvatochromic shifts predicted with dielectric continuum
solvation models are often underestimated in aqueous solutions
where hydrogen bonds are involved, as has been seen before.95,96

Supermolecular calculations where one or more water molecules
are treated explicitly and then are solvated with the dielectric
continuum can improve the shifts, and this approach has been
used by others for uracil and cytosine.19,23,27 It has also been
observed that the PCM shifts are very sensitive to the radii,
and specifically, changing the scaling factor from f ) 1.2 to a
smaller value will increase the shifts.96 We tested this in our
calculations as well and found that decreasing f increases the
shifts in cytosine and brings them closer to the QM/MM and
FMO results. Changing the scaling factor seems arbitrary,
however, and PCM is used here solely for comparisons, so we
only report the standard results.

3.5. Comparison with Previous Work. Solvation effects on
uracil and its excited states have been studied theoretically in
the past using both explicit and implicit models.13,16,18-25,28

Continuum solvation models in general underestimate the shifts.
Some results are listed in Table 3. In a TDDFT-PCM study the
shifts increased substantially when four explicit water molecules
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were added in this calculation, demonstrating the importance
of the explicit interactions. This is in agreement with the present
calculations in which the PCM model predicted a shift of 0.24
eV, much lower than the values of QM/MM and FMO methods.
Zazza et al.13 used the perturbed matrix method (PMM) in
combination with TDDFT and CCSD to calculate the solvato-
chromic shifts. They obtained a shift for the S1 state ranging
between (+0.34) and (+0.54) eV and for the S2 between (-0.10)
and (-0.18) eV, depending on the level of quantum mechanical
method for the solute. Monte Carlo simulations have also been
used to generate solvation configurations that were subsequently
used in QM calculations.24 These results using 200 water
molecules and the semiempirical INDO method suggest solva-
tochromic shifts of 0.50 and -0.19 eV for S1 and S2,
respectively. MD simulations were used in connection with high-
level ab initio EOM-CCSDt methods (active space EOMCCSDt
approximations include the effect of triples in an iterative way)
for the solvent to give a +0.44 eV blue-shift for S1 and a small
blue-shift for the S2 state. Our results for S1 are within 0.4-0.5
eV, which is the range predicted by other high-level methods.
Our S2 shifts are -0.05 to -0.2 eV, again within the values
predicted by other methods.

Experimental spectra of uracil exist in the gas phase and
aqueous solution. The assignment of states, however, is difficult,
particularly for the dark state. Absorption spectra of aqueous
uracil show a bright band at 4.8 eV, which is the ππ* state,
and the solvatochromic shift is estimated to be ca. 0.2 eV.97-99

The nπ* state is much more difficult to observe experimentally,
although some work suggests that the blue-shift is ca. 0.5 eV.

Solvatochromic shifts for cytosine have also been calculated
with a variety of methods. Shukla and Leszczynski15 studied
clusters of cytosine and three water molecules with CIS and
TDDFT methods to obtain solvatochromic shifts. More sophis-
ticated calculations have appeared recently. Blancafort and
Migani27 used a CASSCF approach combined with the conduc-
tor version of the polarizable continuous (CPCM) model for
cytosine plus an explicit water hydrogen-bonded to it to calculate
the shifts, which were subsequently added to CASPT2 excitation
energies. They obtained values of +0.2, +0.6, +0.8 eV for the
shifts of S1, S2, and S3 states, respectively. Valiev and Kowalski
used a CR-EOM-CCSD(T) and a classical MD approach to
calculate the solvatochromic shifts of the excited states of
cytosine in the native DNA environment.26 The CR-EOM-
CCSD(T)/MM method predicts S1 to be blue-shifted by 0.25
eV, and S2 by 0.54 eV.26 Our QM/MM and FMO results are in
reasonable agreement with these results.

The experimental results reported in the spectra of cytosine
are very discrepant. Clark et al.100 reported 4.28 eV for the S0-S1

excitation energy in gas phase and 4.64 eV for aqueous phase,
which gives a blue-shift of +0.36 eV. More recently Abouaf et
al.101 reported 4.65 ( 0.1 eV for the S0-S1 excitation energy
in gas phase, which implies a much smaller solvent shift.102

4. Conclusions

Solvatochromic shifts for the excited states of uracil and
cytosine were calculated using two methods, a recently devel-
oped QM/MM and the FMO-MCSCF method. Both methods
used configurations created by the same MD simulations. Using
the same solvent structure created by this simulation these
methods gave similar results. The MRCI2/MM (FMO-MCSCF)
results for the solvatochromic shifts are, in uracil, +0.41 (+0.44)
eV for the S1 excited state (nπ*) and -0.05 (-0.19) eV for the
S2 state (ππ*) and, in cytosine, +0.25 (+0.19), +0.56 (+0.62),
and +0.83 (+0.83) eV for the S1, S2, and S3 states, respectively.

These results agree well with other previously reported high-
level calculations. It can be concluded that our QM/MM
approach can reasonably predict the solvatochromic shifts in
these molecules, and the error of not including explicit quantum
mechanically described solvent molecules is less than 0.1 eV.
The FMO-MCSCF method gives results that agree well with
other more correlated methods, showing great potential as an
alternative method to calculate solvated molecules. Continuum
models, on the other hand, are not adequate to describe the
interactions and underestimate significantly the magnitude of
the solvatochromic shifts. Correlation effects are predicted to
be 0.01-0.1 eV, and the effect of increasing the basis set from
a cc-pVDZ to a cc-pVTZ is 0.01-0.07 eV. Thus, the solvato-
chromic shifts are shown to be much less sensitive to the
quantum mechanical level of theory used compared to actual
excitation energies.
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